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ABSTRACT 
Voice assistants have aforded users rich interaction opportunities 
to access information and issue commands in a variety of contexts. 
However, some users feel uneasy or creeped out by voice assistants, 
leading to a decreased desire to use them. As there has yet to be 
a comprehensive understanding of the factors that cause users to 
perceive voice assistants as being creepy, this research developed 
an empirical scale to measure the creepiness inherent in various 
voice assistants. Utilizing prior scale creation methodologies, a 
7-item Perceived Creepiness of Voice Assistants Scale (PCAS) was 
created and validated. The scale measures how creepy a new voice 
assistant would be for users of voice assistants. The scale was 
developed to ensure that researchers and designers can evaluate 
the next generation of voice assistants before such voice assistants 
are released to the wider public. 
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1 INTRODUCTION 
From HAL 900 in Space Odessey to J.A.R.V.I.S in Iron Man, voice 
assistants have long captured popular imagination, and raised 
public concern due to their perception of creepiness. Today, voice 
assistants are widely embedded in smartphones, smart speakers, 
cars, and Internet of Things devices. In 2020, there were 4.2 
billion voice assistant-enabled devices in use, and this number 
is projected to grow to 8.4 billion by 2024 [39]. Voice assistants 
enable handsfree interaction, which has made them valuable in 
several contexts such as while cooking [74] or driving [41, 61]. 
They also lessen the cognitive load needed to track daily tasks 
and make it easier for users to retrieve information [68]. Beyond 
increased efciency, voice assistants have also been found to 
reduce depression, stimulate positive emotions, and generate 
greater interest in engaging in physical activity [53]. 

The benefts that voice assistants provide to users will be 
curtailed, however, if they, like other new technologies (e.g., robots 
or self-driving cars), lead users to perceive them as being creepy. 
Since their introduction, there has been much discourse about 
the creepiness of voice assistants. For example, an Ask Reddit 
thread soliciting creepy Alexa/Google Home stories generated 
3.8k upvotes and 1.8k comments [6]. Notable media outlets 
including the New York Times [69], The Economist [20], and 
Rolling Stone magazine [18], have also reported on the creepy 
nature of voice assistants. The Economist, for example, described 
the lack of privacy inherent in voice assistants in smart speakers, 
noting that "Using [them] is like casting a spell ... This hands-free 
convenience has a cost: the speakers are constantly listening out for 
commands". Only addressing privacy concerns, however, is not 
sufcient, as recent research has found that broader perceptions 
of creepiness mediate privacy concerns in intelligent personal 
assistants [29]. While current voice assistants support remote 
control-type functionality (e.g., "turn my light on"), improved 
speech synthesis and language modelling techniques will enable 
future voice assistants to support even more complex tasks [77]. 
However, advances in voice assistant functionality come at the risk 
of introducing perceptions of creepiness, as the development of 
synthesized voices [36] and error correction techniques [17] have 
led to user perceptions of creepiness. 
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Although there have been a few attempts in the research 
literature to create scales that enable developers to empirically 
measure creepiness, including the creepiness of technology [80] 
and creepiness of situations [37], these scales do not capture the 
nuances of voice assistant interfaces. For example, voice assistants 
difer from GUI or text based technologies due to their “always on 
nature", the increased difculties that arise while trying to correct 
errors, their susceptibility to noise, and the anthropomorphic 
efects that result from the voice tones, gender, and personalities 
that they use and social roles they adopt. 

Thus, similar to how Zwakman et al. developed the Voice 
Usability Scale (VUS) [84] to supplant the use of the System 
Usability Scale [12] for voice-based interfaces, the present research 
developed the Perceived Creepy Assistant Scale (PCAS), to enable 
designers to assess the factors that impact the creepiness of voice 
assistants. The scale was developed following Boateng et al.’s scale 
development methodology [9], which is comprised of a review of 
relevant literature to generate initial scale items, the creation and 
refnement of a tentative scale via an Exploratory Factor Analysis, 
and the validation of the fnal scale items via three user surveys. 
This led to the following contributions: 

• The PCAS scale, which enables developers and designers to 
measure the perceived creepiness of voice assistants, and 
thus ensure that newly developed voice assistants do not 
induce perceptions of creepiness. 

• The identifcation of four novel factors that infuence the 
perception of creepiness in voice assistants, i.e., control, 
privacy, behavior, and value. 

• Design guidelines that stem directly from the PCAS scale 
items and should enable designers and developers to 
circumvent the introduction of creepiness in the voice 
assistants they are creating. 

2 RELATED WORK 
Of most relevance to the development of the PCAS scale was 
research that sought to understand the construct of creepiness, 
in addition to measurement tools that could be used to identify 
creepiness, and research relating to the identifcation of the unique 
attributes inherent in voice assistants. 

2.1 Understanding the Construct of Creepiness 
While creepiness is an understudied construct [19], it has begun to 
attract greater research interest due to the increased prevalence of 
new technologies within our day-to-day lives. The frst empirical 
investigation into creepiness as a psychological construct found 
that unpredictability contributes to feelings of creepiness [44]. 
Further work by Watt et al. found that creepiness was associated 
with unusual physical appearances and socially unacceptable 
behaviors [75]. Creepiness has been further defned using the 
Russel Circumference Model [71], which presented creepy 
recommendations to users while measuring their emotional 
responses. The creepy recommendations elicited responses 
characterized by high arousal and low valence which positioned 
creepiness next to negative constructs such as fear, nervousness, 
annoyance, frustration, and distress. This research underscores 
the importance of ensuring that experiences with voice assistants 

do not induce perceptions of creepiness, given creepiness’ close 
relation to these negative emotions. 

Creepiness has also been discussed in the context of Altman’s 
idea of personal space and Nissenbaum’s theory of contextual 
integrity [63]. Using these frameworks, Shklovski et al. identifed 
that creepiness arises due to a lack of "contextual integrity" that 
breaches social norms, actions, or products and infringes or limits 
control with overly sensitive privacy boundaries. The impact of 
privacy concerns on creepiness was echoed in research on chatbots 
and mobile app data privacy settings, which found that privacy 
concerns drove perceptions of creepiness [55, 83]. In addition, in 
research on mobile app data privacy settings, a model of creepiness 
was presented where creepiness had a negative relationship to 
perceived control, a positive relationship to privacy concerns, and a 
negative relationship to disclosure comfort [83]. More recent work 
by Seberger et al. [60] on creepiness in mobile apps has shown that 
creepiness is an aspect of afective discomfort. 

Creepiness has also been described as a result of the introduction 
of new technologies [70]. In this context, the cause of creepiness 
was due to using data or products in unexpected ways, pushing 
against social norms, or exposing the misalignment between user 
and corporate interests. In work by Wissinger et al., when users 
were introduced to new technologies that induced perceptions 
of creepiness, users evaluated the technologies in terms of a 
creepiness vs convenience trade-of [78]. If the convenience of a 
technology outweighed its creepiness, users would continue to use 
the technology, demonstrating the role that value played in their 
technology adoption. Contrasting this perspective, research has 
also found that creepiness was rooted in the dispositions of an 
observer to have higher levels of discomfort with ambiguity [19]. 
The subjectivity of creepiness based on the observer was also 
supported by Smith et al. who found that gender diferences 
impacted the emotional response of participants to images of a 
creepy male face and creepy female face [65]. Finally, perceptions 
of creepiness have been studied in children [11, 81]. Yip et al. 
uncovered fve factors that contributed to children’s perception of 
creepiness: deception, lack of control, mimicry, ominous physical 
appearance, and unpredictability [81]. Within the present research, 
we were motivated by fndings that unpredictability, privacy 
concerns, and violating social norms could lead to perceptions of 
creepiness. While prior research has provided a critical foundation 
to understand creepiness, the community lacks measurement tools 
to assess creepiness within the domain of voice assistants. 

2.2   Measuring Creepiness
Two tools have been developed to evaluate creepiness. The 
Creepiness of Situation Scale (CRoSS) was developed to measure 
the creepiness of situations in a broad context, including 
everyday situations and new technologies [37]. With this scale, 
creepiness was represented by the two-factor constructs of 
emotional creepiness (i.e., the afective response that results from 
unpredictable situations) and creepy ambiguity (i.e., the lack of 
clarity about how to respond to such situations). More recently, 
Woźniak et al. investigated the factors that contributed to initial 
feelings of creepiness with new technologies and created the 
8-item Perceived Creepy Technology Scale (PCTS) [80]. The PCTS 
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identifed how factors including implied malice (i.e., perceived 
bad intentions), undesirability (i.e., the feeling of unease due to 
inappropriate contexts), and unpredictability (i.e., an ability to 
predict the actions of a technology or having a lack of control over 
a technology) all contributed to the creepiness of new technologies. 

These two scales identifed multiple factors that defne 
creepiness within the context of a broad range of technologies and 
situations. The CRoSS was developed using a video scenario of a 
person having difculty with their computer and receiving a call 
immediately from a stranger ofering help to fx their computer. 
The PCTS was developed using prototypes of wearables and IoT 
devices connected to a mobile device or computer (e.g., Fitbit 
Flex 22). While the PCTS mentioned that voice assistants were 
creepy, neither scale included voice assistants or voice-based 
technologies as an apparatus in the user-facing stages of scale 
development (i.e., focus groups, exploratory factor analysis, or scale 
evaluation). Although the CRoSS and PCTS have been instrumental 
in furthering our understanding of creepiness at the more general 
levels of situations and technology, voice assistants have unique 
characteristics that make them vulnerable to greater perceptions 
of creepiness (e.g., anthropomorphic efects, increased privacy 
concerns). As the literature is missing a cohesive exploration of 
how these and other factors can be combined into a single scale 
to enable researchers and designers to assess voice assistants for 
perceived creepiness, the present work seeks to fll this gap. 

2.3 Voice Assistant User Experiences 
Murad et al. argued that interacting with a voice assistant is 
notably diferent from interacting with a graphical user interface 
(GUI) [51]. GUIs visually present most options to a user, while 
with voice assistants, options must be specifcally requested 
(unless erroneous input is detected), which leads to discoverability 
issues [13]. In contrast to GUIs, voice assistants also possess 
human-like characteristics, often taking on personalities [10], 
a name, or a gender. These attributes may contribute to users 
assigning anthropomorphic characteristics to voice assistants 
that are implemented within a conversational agent, computer, 
or media [41, 56] or having emotional interactions with voice 
assistants [72]. Voice assistants are also unique in their expansive 
nature as they become integrated in more devices in people’s 
homes (i.e., Siri in Roomba devices [49]) and serve as "central 
control" devices in smart home ecosystems [25]. This integration 
leads to greater opportunities for data collection and greater 
privacy threats. Beyond functional diferences, users have also 
been found to perceive voice assistants diferently, fnding them 
to be more personal, smarter, and more efcient than GUIs [42]. 
As these generalized scales for creepiness do not capture the 
unique attributes of voice assistants, such as the anthropomorphic 
attributes users ascribe to them and greater privacy risks, a new 
scale is needed to evaluate the creepiness of voice assistants. 

As voice assistants continue to become more functional 
and advanced, they do so at the risk of inducing perceptions 
of creepiness in users. Perceptions of creepiness have been 
found in qualitative user feedback about the advanced 
functionality of voice assistants today such as whispering 
and self-correcting conversational dialogues [17, 52]. Exploratory 

research investigating futuristic possibilities for voice assistants 
identifed the desire for voice assistants to be more proactive, 
personalized, and capable of serving multiple roles of a tool, 
assistant, and friend [73]. While this functionality is beyond the 
capabilities of voice assistants today, as we continue to develop 
voice assistant technology that realizes this vision for voice 
assistants, it is important to do so in a manner that circumvents 
the introductions of perceptions of creepiness. 

3 SCALE DEVELOPMENT METHODOLOGY 
The development of the Perceived Creepy Assistant Scale (PCAS) 
followed the process outlined by Boateng et al. [9], which consisted 
of three phases (Figure 1): (1) Construct Defnition and Item 
Development, (2) Scale Development, and (3) Scale Evaluation. 

As part of the Construct Defnition and Item Development phase, 
we defned the domain of the scale construct and generated an 
initial series of scale items through a literature review and expert 
interviews. This process ensured that the initial formulation of the 
scale was well-founded. Next, in the Scale Development phase, 
we identifed the factor structure of the scale and reduced the 
number of scale items through an Exploratory Factor Analysis. 
This retained the most pertinent items. Finally, during the Scale 
Evaluation phase, we confrmed the previously identifed factor 
structure through a test of dimensionality using a Confrmatory 
Factor Analysis, assessed the validity and reliability of the scale 
with a new sample population via a Diferentiation by Known 
Groups evaluation, assessed how similar the scale was to existing 
scales via Convergent Validity testing, and ensured that scale results 
would hold over time using a Test-Retest Reliability methodology. 
Through these three validation steps, a 7-item Perceived Creepy 
Assistant Scale (PCAS) was created and validated to ensure that it 
could measure the perceptions of creepiness in voice assistants. 

4 PHASE 1: CONSTRUCT DEFINITION AND 
ITEM GENERATION 

Generating a scale typically involves characterizing the construct 
to be studied (i.e., creepiness) and developing a list of items that 
represent it. As the goal of the Perceived Creepy Assistant Scale 
was to measure initial user perceptions of creepiness in voice 
assistants, the following defnitions were adopted to concretize 
the scale development process: 

• Creepiness: “a potentially negative and uncomfortable 
emotional response paired with perceptions of ambiguity 
toward a person, technology or even during a situation” [37]. 

• Voice Assistant: “an artifcial intelligence-powered computer 
system that aims to imitate human intelligence while engaging 
in realistic conversations with users” [21]. 

The scale development process focused on ensuring that the 
resulting scale would capture the facets of voice assistants that lead 
to them being perceived as creepy. As an abundance of research has 
explored the complexity of voice-specifc factors such as infection, 
pitch, tone [23, 34, 38]. Many voice assistants have a variety of 
voices that can be used. Thus, the investigation into the role of 
voice-specifc factors may have on the perceptions of creepiness in 
voice assistants was left for future work. 
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Figure 1: Overview of the scale development process used to produce the PCAS, which was based on Boateng et al.’s scale 
development process [9]. 

According to Cronbach, content validity can be achieved by 
generating representative items from a universal pool [16]. As such, 
a literature review was conducted using the ACM Digital Library 
and Google Scholar to identify possible scale items. A query on these 
services using the search phrases "creepy" and "voice assistant" 
returned 343 papers. Papers that used “creep” to describe social 
media stalking and "creep" as a verb rather than as an adjective 
were removed, resulting in 167 papers remaining in the dataset. 

Two researchers reviewed the 167 papers and independently 
extracted quotes that mentioned creepiness by searching for 
the term. They also identifed sections that discussed causes of 
creepiness but did not directly use the term "creepy". Using this 
process, a corpus of 381 quotes was extracted. The extracted 
quotes covered a range of topics including the study of creepiness 
itself [80, 81], privacy issues with smart speakers and smart home 
devices [1, 24], and the uncanny valley of social robots [22, 30]. For 
example, an extracted quote from a study on children’s perceptions 
of creepiness highlighted the role of ambiguous answers on 
creepiness, i.e., "children noted that broad, non-specifc answers to 
difcult questions made the technology appear creepy because they 
projected ambiguity" [81]. 

Three researchers open-coded the extracted quotes to identify 
the facets of voice assistants that lead to them being perceived as 
creepy. To develop the initial codes and codebook to classify the 
extracted quotes, the researchers open coded a sample of 20% of the 
extracted quotes and then discussed the resulting codes to refne 
them. Two additional researchers then used the 19 refned codes to 
code 15% of the quotes. The inter-rater reliability score (i.e., Cohen’s 
Kappa) when coding this subset of quotes was 67%, indicating 
that there was substantial agreement between the coders [45]. The 
two coders then coded the remaining 85% of the quotes. After the 
coding was complete, the quotes were grouped by code and the 
extracted quotes were used to generate unique scale items for each 
code, resulting in 51 initial scale items. As several of the codes 
were semantically similar, the codes were then aggregated into 
factors (e.g., uncanny valley appearance and physical appearance 
were grouped into a single Aesthetics factor). Nine factors resulted 
from this process (i.e., aesthetics, behavior, control, intention, privacy, 
transparency, trust, value, and other ; Appendix A). 

4.1 Expert Feedback 
As per Boateng et al.’s recommendation [9], four experts were 
recruited to provide feedback on the initial list of scale items. The 
experts had extensive experience with voice assistants, creepiness 
in technology, or next-generation user interface design (Table 1). 
During interviews, each expert was shown the initial list of scale 
items and was asked to provide feedback on the items and factors 
and suggest any that they perceived to be missing. 

The experts highlighted several novel facets of creepiness in 
voice assistants that were important to consider, further supporting 
the need for a new scale specifc to voice assistants. Two experts 
mentioned control as being one of the most important factors. For 
instance, E1 stated, “A lot of people want reactive control – e.g., 
stop doing that, but don’t want proactive control”. Two experts 
also felt that device behavior was an important factor. E4 said 
that the“behaviour of voice assistants is conversations and those 
can be clunky and weird e.g., interruption, ask stupid questions, not 
understand what the person is saying”. 

This feedback, in addition to other comments from the experts, 
was used to refne the list of scale items. Specifcally, the feedback 
from the experts led to 2 items being deleted, 7 items being refned, 
39 new items being added, resulting in a total of 88 scale items. They 
also recommended assigning the Transparency factor’s scale items 
to the Privacy and Behaviour factors, which resulted in a reduction 
in the total number of factors (e.g., from 9 to 8; Appendix B). 

5 PHASE 2: SCALE DEVELOPMENT 
To further refne the list of 88 scale items, we then designed and 
conducted an online survey using Qualtrics XM (Appendix B) 
to conduct an Exploratory Factor Analysis. The purpose of the 
Exploratory Factor Analysis was to assess which of the 88 initial 
items were valid measures of initial perceptions of creepiness in 
voice assistants and develop an initial factor structure for the scale. 
We targeted a sample size of 100-200 participants based on prior 
recommendations for validating empirical scales [8, 43, 48]. 1 

1Prior to conducting all of the studies, we received ethics approval from our 
institutional IRB. 
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Table 1: Overview of Experts Consulted about the Initial Scale Items. 

Expert Role Expertise Experience 
1 Assistant Professor in HCI Creepy technology 14 years 
2 Director of Design at Tech Company Voice assistants 25+ years 
3 Adjunct Faculty in HCI Interaction design 25+ years 
4 Research Engineer at Tech Company Voice assistants 17 years 

5.1 Participants 
One hundred and ninety-eight participants were recruited through 
Amazon Mechanical Turk to complete the survey. Participants were 
reimbursed $4 USD for completing the 20 minute survey. To be 
eligible to complete the survey, participants needed to be located in 
North America or the European Economic Union and be over the 
age of 19. To ensure high quality responses, based on recommended 
practices in HCI, participants were required to have completed over 
1000 HITs on Turk and have a 95% successful completion rate for 
HITs [26, 27]. We focused on these regions because they have the 
highest penetration rates for smart speaker adoption [46]. 

The participant pool was selected such that 50% of the pool (n = 
99) had experience with voice assistants and the other 50% of the 
pool (n = 99) did not. Participant experience with voice assistants 
was defned as anyone who had issued a command to a voice 
assistant. Among the voice assistant experience group, participants’ 
average age was M = 39 (SD = 10 years) with ages ranging from 24 
to 79. Within the voice assistant experience group, 69 participants 
identifed as male, and 30 participants identifed as female. Among 
the group without voice assistant experience, participants’ average 
age was M = 38 (SD = 13 years) with ages ranging from 20 to 
104. Within the voice assistant experience group, 66 participants 
identifed as male, 31 participants identifed as female, 1 participant 
identifed as non-binary, and 1 participant did not disclose their 
gender identity. One hundred and thirty-two participants were from 
North America and 66 were from the European Economic Union. 

5.2 Study Design 
A 2x3 between-subject experimental design was used, wherein 
participants with and without prior experience using voice 
assistants were recruited and 3 creepy voice assistant scenarios 
were developed to evaluate the survey items. Participants were 
evenly split across the 2x3 experimental design, resulting in 33 
participants per condition. 

5.3 Survey 
Participants were randomly assigned to read one of three scenarios 
that described a voice assistant that varied in the level of creepiness 
(Appendix C). The scenarios were designed based on the factors 
and items resulting from the literature review and expert feedback 
processes. Prior to running the study, a small pilot study was run 
to ensure that the scenarios had varying degrees of creepiness. 
Five participants recruited from our institution were asked to read 
through each scenario and rate how creepy each scenario was 
using a 5 point Likert scale. Scenario 1 received a mean creepiness 
rating of 3.17 (SD = 0.69), Scenario 2 was rated 3.29 (SD = 1.03), 
and Scenario 3 was rated 4.00 (SD = 0.63). The purpose of this pilot 

was not to empirically validate how creepy the scenarios were, but 
rather to show a trend that Scenario 3 was creepier than Scenario 
2, and both were creepier than Scenario 1. 

After reading one of the three scenarios, participants answered 
88 7-point Likert scale items with the anchors “Strongly Disagree” 
(1) and “Strongly Agree” (7). Participants were asked two attention 
check questions. Those who failed to answer these questions 
correctly were excluded from the analysis (i.e., 4 participants). 

5.4 Exploratory Factor Analysis 
The Exploratory Factor Analysis approach that was used by Mejia 
and Yarosh [48], which employed a varimax rotation, was replicated 
to understand the factors implicated in the creepiness of voice 
assistants, as well as an analysis of the scree plots. The results and 
plots identifed a three-factor model. We then reduced low loading 
items (i.e., below 0.40) [9], as well as items that loaded onto multiple 
factors. Thus, the fnalized scale was a unidimensional scale with 
7-items. We further refned the items by optimizing the inter-item 
reliability using Cronbach’s alpha, which resulted in an alpha of 
0.903. The scale also had acceptable factor model ft parameters, 
with a Root Mean Square Error of Approximation of 0.04 and a 
Tucker Lewis Index (TLI) of 0.99. 

5.5 The Resulting PCAS 
The fnal Perceived Creepy Assistant Scale (PCAS) consisted of 
7-items that captured the aspects that cause a voice assistant be 
perceived as creepy (Table 2). When using the PCAS, respondents 
would complete the PCAS scale items using a 7 point Likert scale 
with anchors Strongly Disagree (1) to Strongly Agree (7) for each 
survey item. The PCAS score would then be generated by summing 
the response to each item on the scale, with a higher score indicating 
a greater level of creepiness. 

All items in the PCAS came from previously identifed factors 
about creepiness (but not creepiness with voice assistants) in the 
literature review: control, privacy, intention, behavior, and value, 
which can be seen in Appendix B. None of the items from the 
literature review categories of transparency, and aesthetics or trust 
were represented in the fnal PCAS because these items were 
eliminated based on the expert feedback or the Exploratory Factor 
Analysis, respectively, following the recommended process of 
Boateng et al. [9]. 

6 PHASE 3: SCALE EVALUATION 
After determining the PCAS’s theoretical structure, we proceeded 
to evaluate the structure of the PCAS using Confrmatory Factor 
Analysis [9]. Subsequently, we assessed the construct validity of 
the scale through two experiments. In Experiment 1, we recruited 
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Table 2: The PCAS is a unidimensional scale with seven items. The factor loadings for the items and Cronbach’s Alpha for the 
scale were calculated using the results from the Scale Development Survey. 

Scale Items Loading 

Q1: I have minimal control when I use this voice assistant. 
Q2: This voice assistant does things that are not in my best interest. 
Q3: This voice assistant behaves in deceptive ways. 
Q4: This voice assistant could be accidentally or unintentionally harmful towards users. 
Q5: This voice assistant is collecting too much data about me. 
Q6: The way this voice assistant behaves doesn’t follow social norms. 
Q7: This voice assistant does not provide enough benefts to me to justify me using this voice assistant. 
Scale Overall 

0.766 
0.814 
0.777 
0.854 
0.774 
0.787 
0.791 

� = 0.903 

100 participants with an even split of participants with and without 
voice assistant experience. However, during this experiment, 
we found that the PCAS had a poor model ft for participants 
without voice assistant experience, as these participants found all 
voice assistants creepy, including the non-creepy one. Thus, in 
Experiment 2, we recruited 100 participants with voice assistant 
experience and validated the PCAS as a measurement tool for 
initial perceptions of creepiness in voice assistants with people 
who had prior experience with voice assistants. 

Figure 2: Screenshot from a scene in one of the voice 
assistant interaction videos. 

6.1 Evaluation Stimuli 
To validate the PCAS in Experiments 1 and 2, we followed the 
process used by Woźniak et al. [80] and created two videos depicting 
a person interacting with a voice assistant (Figure 2). The frst video 
portrayed a creepy futuristic voice assistant. To ensure that the 
creepy video was creepy, the creepy video voice assistant used 
self-correction and whispering out of context, which prior work 
has found to be creepy [17, 52]. The second video portrayed a voice 
assistant that mimicked the functionality that might be expected 
from today’s voice assistants, e.g., asking the voice assistant to play 
music. For consistency, both scripts were written to follow the same 
plotline and included aspects of the scale items to evaluate each of 
the seven scale items (Appendix D). 

6.2 Experiment 1: PCAS Validation with Users 
with and without Voice Assistant Experience 

In Experiment 1, we conducted an online survey with 100 
participants to determine the validity of the PCAS’ factor 
structure using Confrmatory Factor Analysis, assess its ability to 
Diferentiate between ‘Known Groups’, and establish Convergent 
Validity with related constructs to determine if the scale measures 
perceptions of creepiness. 

6.2.1 Participants. One hundred participants were recruited using 
Amazon Mechanical Turk to complete the online study. Participants 
watched a short video of creepy voice assistant interaction or 
non-creepy voice assistant interaction and then completed the 
PCAS, PCTS [80], and VUS [84]. Respondents were reimbursed 
$2.00 USD for participating. 

To ensure that the PCAS was valid for all participants, 50% 
of the participants who were recruited had experience with 
voice assistants and 50% had no experience with voice assistants. 
Participant experience with voice assistants was defned as anyone 
who had issued a voice command to a voice assistant. A defnition 
of a voice assistant and its functionality was provided to ensure 
participants’ understanding. Among the group with voice assistant 
experience, the average age was M = 35 years (SD = 10 years), 
with a range of 21 to 62. Within the voice assistant group, 37 
participants identifed as male, 12 participants identifed as female, 
and 1 participant identifed as non-binary. Among the group with 
no voice assistant experience, the average age was M = 37 years 
(SD = 11 years) with a range of 21 to 79. Within the voice assistant 
group, 30 participants identifed as male and 20 identifed as female. 

Fifty participants were recruited from the European Economic 
Union and ffty participants were recruited from North America. 
Nine participants were replaced after being identifed as 
straight-liners (i.e., participants who give near identical answers 
to all the survey items [32]. Fifty percent of participants, evenly 
split between the experience groupings, watched the creepy voice 
assistant video and ffty percent of participants watched the 
non-creepy voice assistant video. 

6.2.2 Confirmatory Factor Analysis. As recommended by Boateng 
et al. [9] and recent practices in HCI to validate scales [8, 80], 
we evaluated the dimensionality of the PCAS by performing 
a Confrmatory Factor Analysis (CFA). The results of the CFA 
produced a TLI score of 0.88. Based on recommendations from 
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Bentler and Bonnett [7], that models with scores less than 0.9 
are inadequate, the PCAS had a poor model ft and should be 
improved [9]. Therefore, this experimentation did not validate the 
model. We subsequently validated the PCAS through Experiment 2 
by recruiting participants with voice assistant experience. 

6.2.3 Diferentiation by ‘Known Groups’. To establish the construct 
validity of the PCAS, we conducted tests using ‘known groups’ [9], 
which showed that the PCAS can be used to discriminate between 
creepy vs non-creepy voice assistants. We compared the mean 
PCAS scores of participants who viewed the creepy vs non-creepy 
voice assistant interaction videos. A Shapiro-Wilk test revealed that 
the data was not normally distributed, so the Mann-Whitney U test 
was used. The results found signifcant diferences in mean PCAS 
scores between participants who viewed the creepy and non-creepy 
voice assistant video (Table 3), indicating that the PCAS can be used 
to diferentiate between creepy vs non-creepy voice assistants. 

6.2.4 Convergent Validity Testing. Based on the recommendations 
of Boateng et al. [9], we assessed whether the PCAS had 
correlations with other relevant constructs to show that the scale 
had convergent validity. As Woźniak et al. demonstrated that the 
perceived creepiness of new technologies is a distinct concept from 
technology acceptance through discriminant validity testing, we 
did not conduct discriminant validity testing with the PCAS [80]. 

Thus, we frst compared the PCAS with the Perceived Creepy 
Technology Scale (PCTS) [80], given that they both measure the 
construct of creepiness. Using the Spearman Rho calculation, we 
found the PCAS and PCTS had a statistically strong correlation, 
� = 0.740, � < 0.001. Thus, the PCAS measured creepiness because 
it converged with the PCTS. 

In prior work with chatbots, Rajaobelina et al. [55] found a 
negative relationship between creepiness and usability where 
higher perceived usability reduced perceptions of creepiness. To 
demonstrate that this negative relationship exists with voice 
assistants, we compared the PCAS with the Voice Usability Scale 
(VUS) [84]. We found a signifcant negative correlation between 
the PCAS and VUS, � = −0.772, � < 0.001. This shows that higher 
perceptions of creepiness were correlated with reduced perceptions 
of usability in voice assistants. 

Thus, the PCAS presented new dimensions to measure 
perceived initial creepiness in voice assistants while demonstrating 
convergence with the related constructs of creepiness more 
generally (i.e., PCTS) and voice assistant usability (i.e., VUS). 

6.2.5 Discussion. The goal of this experiment was to validate the 
PCAS to ensure that it would measure the initial perceptions of 
creepiness in newly developed voice assistants. 

During the Convergence Validity testing, the PCAS achieved 
convergence with the PCTS, demonstrating that the PCAS 
measures the construct of creepiness. Additionally, the PCAS 
achieved convergence with the VUS through a negative correlation, 
supporting Rajaobelina et al.’s prior hypothesis of a negative 
relationship between creepiness and usability [55]. While the 
convergence of the PCAS and the VUS could have indicated that 
the VUS could be used to assess the creepiness of voice assistants 
(i.e., a low score on the VUS could be used to detect creepiness), a 
low VUS score could be indicative of usability issues or perceived 

creepiness. Thus, the negative relationship between creepiness 
and usability indicates that the PCAS is a useful scale to measure 
creepiness, especially in light of its impact on usability. This line 
of testing thus partially validated the PCAS and, if the other two 
validations were successful, could have provided designers and 
developers with confdence that the PCAS could measure the 
construct of creepiness in voice assistants. 

The Diferentiation by ‘Known Groups’ testing results showed 
that the PCAS could be used by designers to discriminate between 
creepy and non-creepy voice assistants. In these results, a notable 
diference was observed in the mean PCAS scores of those with 
voice assistant experience (PCAS = 21.92) and those without voice 
assistant experience (PCAS = 26.00) when viewing the non-creepy 
video condition (Table 3). Thus, participants without voice assistant 
experience found current voice assistants, as depicted in the 
non-creepy video, to be signifcantly creepier that participants 
with voice assistant experience. 

Provided that the remaining validation test was successful, the 
results from these two evaluations could have instilled confdence in 
designers that the PCAS could distinguish between diferent types 
of voice assistants and provide them with insights into whether 
their voice assistant products are perceived as creepy. However, 
the Confrmatory Factor Analysis results did not achieve sufcient 
model ft to validate the model’s factor when used with a new 
dataset. When poor CFA results are found, a common practice is 
to remove underperforming scale items, i.e., those with low factor 
loadings [9], however, all of the PCAS scale items had high factor 
loadings (i.e., greater than 0.70) and the scale had Cronbach’s alpha 
of 0.916. Thus, we were not able to identify underperforming scale 
items to remove from the scale. 

We hypothesized that the Confrmatory Factor Analysis did 
not achieve an acceptable model ft due to the presence of the 
participants without voice assistant experience. These participants 
had higher mean scores in the non-creepy video condition, 
suggesting that they had a propensity to view all voice assistants 
as creepy even if they are not. Although we included participants 
with varying levels of voice assistant experiences to ensure the 
scale could be administered to a variety of potential users, we 
excluded all 50 participants without voice assistant experience 
and re-ran the Confrmatory Factor Analysis to test whether the 
model was validated for users with voice assistant experience. We 
found an acceptable TLI score of 0.94 [9]. Thus, to ensure that 
the PCAS could be fully validated for users with voice assistant 
experience, we conducted a second experiment with this group in 
Experiment 2 outlined below. The results from Experiment 2 led to 
the validation of the PCAS for voice assistant users. 

6.3 Experiment 2: PCAS Validation with Users 
with Voice Assistant Experience 

Because the non-users in Experiment 1 found all voice assistants 
to be creepy, in Experiment 2, we only recruited participants with 
voice assistant experience to complete the same online survey. As 
in Experiment 1, we evaluated the construct validity of the PCAS, 
using a method similar to Experiment 1, i.e., Confrmatory Factor 
Analysis, Diferentiation by ‘Known Groups’, and Convergence 
Validity testing. As the results of these three tests validated the 
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Table 3: Experiment 1 Construct Validity Assessment using non-parametric tests for Diferentiation by Known Groups. 
Bonferroni adjusted p values are reported. Participants with voice assistant experience are denoted by ‘VA’ and participants 

without voice assistant experience are denoted by ‘NVA’. 

Scale MCreepy SDCreepy MNon-Creepy SDNon-Creepy U p 

PCAS (VA) 34.28 8.76 21.92 9.18 104.50 <0.001 
PCAS (NVA) 36.00 7.53 26.00 8.98 126.50 <0.001 

PCAS, we also conducted a Test-Retest Reliability evaluation to 
determine if the PCAS would provide the same results over time 
(as per Boateng et al. [9]). 

6.3.1 Participants. The experiment was identical to Experiment 
1, except that we added the requirement that all participants had 
to have experience with voice assistants (i.e., issued a command 
to one in the past). One hundred participants with voice assistant 
experience were recruited using Amazon Mechanical Turk to 
complete the online study. Participants were reimbursed $2.00 
USD for completing the survey. Participants followed the same 
procedure used in Experiment 1, watching a creepy or non-creepy 
video and completing the PCAS, PCTS, and VUS. The average age 
was 38 years (SD = 10 years, range = 20 to 78 years). Sixty-three 
participants identifed as male and 37 participants identifed as 
female. Fifty participants were recruited from North America and 
ffty were recruited from the European Economic Union to provide 
cultural diversity. Twelve participants were removed from the 
analysis after being identifed as straight-liners. 

6.3.2 Confirmatory Factor Analysis. To validate the PCAS for 
participants with voice assistant experience, we conducted a 
Confrmatory Factor Analysis that achieved an acceptable model ft 
with a TLI of 0.97 [9]. Unlike the results from the frst experiment, 
this test of dimensionality using a new sample population indicated 
a good model ft and validated the scale structure of the PCAS, 
thus positively contributing to the overall validation of the PCAS. 

6.3.3 Diferentiation by ‘Known Groups’. Next, we conducted 
a test of Diferentiation using ‘Known Groups’ [9] to establish 
the construct validity of the PCAS. Again, the Shapiro-Wilk 
test revealed that the data was not normally distributed, so the 
Mann-Whitney U test was used. The results demonstrated a 
signifcant diference between the creepy vs non-creepy video 
(Table 4). These results also partially validated the PCAS and 
indicated that the PCAS was able to distinguish between creepy 
versus non-creepy voice assistants. 

6.3.4 Convergent Validity Testing. Using the same method as in 
Experiment 1, we evaluated the Convergent Validity of the PCAS 
compared to the PCTS and VUS. Similar to Experiment 1, we 
found a strong correlation between the PCAS and PCTS with a 
� = 0.676, � < 0.001. Thus, this established Convergent Validity and 
indicated that the PCAS and PCTS both measured the construct 
of creepiness. Additionally, we found a negative correlation 
between the PCAS and the VUS with a � = −0.781, � < 0.001. 
This established a convergence between creepiness and usability 
because creepiness and usability have been shown to have a 
negative relationship [55]. Thus, these results validated that the 

PCAS identifed new items of creepiness in voice assistants via 
its convergence with PCTS and that it was able to measure voice 
assistant usability via its convergence with the VUS. 

6.4 Test-Retest Reliability 
Lastly, following the recommendations of Boateng et al. [9], it 
was necessary to validate that the PCAS would be able to produce 
consistent results over time. To do so, we created a survey that asked 
participants to watch a video of a creepy voice assistant interaction 
and rate the interaction they saw using the PCAS scale. This survey 
was then completed by the same group of participants at two 
diferent points in time, as per Boateng et al.’s recommendation [9]. 
This evaluation was not conducted during Experiment 1 because the 
Confrmatory Factor Analysis did not meet the acceptable threshold 
to validate the dimensionality of the scale. 

6.4.1 Participants. Twenty participants were recruited from a 
North American university to complete survey (M = 25 years, SD 
= 3.6 years, range = 20 to 33 years). Ten participants identifed 
as female, eight identifed as male, one identifed as non-binary, 
and one preferred not to disclose their gender. The survey was 
initially administered to participants and then, seven days later, 
participants were asked to complete the survey again. Participants 
were required to have prior experience using a voice assistant 
to complete the surveys. Participants were recruited through an 
internal mailing list and on social media. One participant was 
not able to complete the survey the second time, so their survey 
response was removed from the dataset. 

6.4.2 Results. Following the recommendation of Boateng 
et al. [9], as well as recent practices for calculating test-retest 
reliability [8, 80], we calculated the intraclass correlation coefcient 
(ICC) for fxed raters (i.e., "The variation in measurements taken by 
an instrument on the same subject under the same conditions. [ICC] 
is generally indicative of reliability in situations when raters are not 
involved or rater efect is neglectable, such as [a] self-report survey 
instrument." [35]). Based on Koo and Li’s guidelines [35], where 
ICCs between 0.75 and 0.9 demonstrate "good" reliability, the PCAS 
achieved good reliability � = 0.90, � < 0.001, illustrating that the 
scale would be able to produce consistent results over time. 

6.5 Summary 
Using Boateng et al.’s [9] three phase validation process, which 
included tests of Construct Validity (i.e., Confrmatory Factor 
Analysis, Diferentiation by ‘Known Groups’, and Convergence 
Validity testing) and Test-Retest Reliability, we validated that the 
7-item PCAS measures perceptions of creepiness in voice assistants 
when administered to users with experience using voice assistants. 
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Table 4: Experiment 2 Construct Validity Assessment using a non-parametric test for Diferentiation by Known Groups. 
Bonferroni adjusted p values are reported. Participants with Voice Assistant experience are denoted by ‘VA’. 

Scale MCreepy SDCreepy MNon-Creepy SDNon-Creepy U p 

PCAS (VA) 36.70 8.13 22.10 9.15 307.00 <0.001 

The test of dimensionality, i.e., the Confrmatory Factor Analysis, 
validated the factor structure of the PCAS. The Diferentiation by 
‘Known Groups’ evaluation showed that the PCAS can be used 
identify and discriminate between creepy and non-creepy voice 
assistants. The Convergence Validity testing showed that the PCAS 
was able to converge with constructs related to creepiness (e.g., the 
PCTS) and had an inverse relation with usability (i.e., the VUS), 
thus validating that it measures creepiness. Finally, the Test-Retest 
Reliability evaluation showed that the PCAS measurements would 
be consistent across diferent points in time. 

Taken together, the results of these four evaluations validated 
that the PCAS would be able to measure the perceived creepiness 
of voice assistants when administered to users who had at least a 
minimal level of prior experience with voice assistants (i.e., they 
had issued at least one command to a voice assistant in the past). 

7 DISCUSSION 
In this section, we outline how the PCAS can be scored, interpreted, 
and used to both prevent creepiness and realize creepiness in one’s 
voice assistant products. Finally, we present design guidelines to 
accompany the PCAS, and discuss it’s limitations. 

7.1 Using the PCAS 
The PCAS is designed to be used by people with prior experience 
with voice assistants, defned as anyone who has issued a command 
to a voice assistant. Each item of the PCAS is scored using a Likert 
scale, with Strongly Disagree (1) and Strongly Agree (7) anchors. 
The PCAS score is generated by summing the response to each item 
on the scale. The PCAS is scored on a range from 7 to 49, where low 
scores denote a low level of perceived creepiness and high scores 
denote a high level of perceived creepiness. The PCAS score was 
designed with ease of calculation in mind to encourage its use. 

7.2 Interpreting PCAS Scores 
We found the mean PCAS scores for creepiness in Experiment 2 to 
be 36.70 and the PCAS score for non-creepiness to be 22.10 (Table 4). 
Future work is needed to investigate whether these thresholds can 
be refned into more discrete categories (i.e., very creepy, creepy, 
non-creepy). Since PCAS items are equally weighted, designers 
can, however, review the scores of individual items in the scale as 
a guide to learn which items are contributing the most to initial 
perceptions of creepiness. 

The creepiness of voice assistants is a multifaceted construct, 
one of which is how much a user values the voice assistant. Thus, 
the acceptable threshold of perceived creepiness may change 
as users fnd voice assistants more valuable. In contrast to the 
factors found by Woźniak et al.’s research into the creepiness 
of new technologies [80], we found 7 items that comprise a 
uni-dimensional PCAS scale. Since users have varying degrees 

of experience with voice assistants and the factors that comprise 
creepiness are not universal [29], it makes sense that we are not 
able to distill creepiness into multiple distinct factors. 

7.3 Utility of the PCAS 
The PCAS is applicable for users with prior experience with voice 
assistants, however, these users did not need to be experts or 
frequent users of voice assistants. These users only needed to have 
issued a command to a voice assistant in the past. This poulation of 
users represents a signifcant and growing demographic. In the 
US in 2022, 61% of the population reported having experience 
with voice assistants [67], amounting to 202 million people [79]. 
During this same time period in the UK, 60% of the population 
(i.e., 40 million people) reported having experience using a voice 
assistant [67]. Further, voice assistants are expected to grow in usage 
from 4.2 billion voice assistants being used in 2020 to 8.4 billion in 
2024 [39]. Thus, as research and industry continue to develop and 
make voice assistants more widely available, the demographics of 
voice assistant users will grow, thus furthering the relevancy and 
utility of the PCAS as a tool to ensure positive user experiences 
with voice assistants. 

7.4 Diferences between the PCAS and Other 
Scales 

The PCAS difers from existing scales as can be seen in (Figure 3). 
The primary diference between the PCAS and the PCTS, is that the 
PCAS evaluates four additional factors that capture the creepiness 
inherent in voice assistants, i.e., control, privacy, behavior and value. 
In contrast, the PCTS has scale items that probe the role of device 
aesthetics. The scenarios presented during our studies did not focus 
on aesthetics because not all voice assistants have a dedicated form 
factor and some are used in entirely hands free situations (e.g., 
Microsoft’s Cortana or Apple’s Siri). 

While the PCAS and the PCTS have some similar items in terms 
of Intention (PCAS) and Implied Malice (PCTS), the PCAS received 
higher scores for items relating to the Intention factor, than the 
PCTS did for items relating to the Implied Malice factor when 
comparing the Creepy condition in Experiment 2 (Figure 3). Thus, 
while the PCAS and PCTS both have items that capture the intention 
of a system, the PCAS measured this with greater granularity. 

Although the PCAS and VUS are both focused on voice assistants, 
none of the scale items or factors are similar between the two scales. 
This is because the VUS scale items focus on usability elements 
such as ease of use and user satisfaction, whereas the PCAS focuses 
on factors related to the creepiness of voice assistants. Following 
the example set by the PCTS [80], we did not compare the PCAS to 
the CRoSS as the CRoSS was developed to evaluate situations that 
involve technology not the underlying technology itself. 
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PCTS

FACTORS ITEMS
ITEM MEAN (SD)

CREEPY NON-
CREEPY

Implied Malice

1
I think that the designer of 
this system had immoral 
intentions.

3.58
(1.65)

2.70
(1.66)

2 The design of this system 
is unethical.

3.80
(1.87)

2.88
(1.82)

Undesirability

3
Using this system in 
public areas will make 
other people laugh at me.

4.22
(1.70)

3.70
(1.77)

4
I would feel uneasy 
wearing this system in 
public.

4.66
(1.92)

3.82
(1.98)

5 The system looks bizarre 
to me.

3.74
(2.02)

2.76
(1.72)

Unpredictability

6 This system looks as 
expected. (R)

3.36
(1.62)

2.52
(1.22)

7 I don’t know what the 
purpose of the system is.

3 .00
(1.71)

2.70
(1.75)

8 This system has a clear 
purpose. (R)

3.2 0
(1.34)

2.34
(1.19)

PCAS

FACTORS ITEMS
ITEM MEAN (SD) PCAS

♢
PCTS

PCAS
♢

VUS
DESIGN RECOMMENDATIONS

CREEPY NON-
CREEPY

Control 1 I have minimal control when 
I use this voice assistant.

4.74
(1.55)

2.88
(1.51)

Novel 
Factor 

(Control)

Novel 
Factor 

(Control)

1. Allow users to customize level of control based on space and 
context.

2. Allow users to customize level of control dynamically through 
usage (e.g., macros).

Intention

2
This voice assistant does 
things that are not in my best 
interest.

5.28
(1.60)

3.24
(1.68)

Existing 
Factor 

(Implied 
Malice)

Novel 
Factor 

(Intention)

1. Offer transparency about functionality of device to prevent false 
mental models.

2. Allow options to tailor voice assistant functionality to user values.

3 This voice assistant behaves 
in deceptive ways.

5.40
(1.55)

2.78
(1.50)

Existing 
Factor 

(Implied 
Malice)

Novel 
Factor 

(Intention)

1. Provide explanations for recommendations provided by the 
voice assistant.

2. Embrace a multi layer interface approach, and over 
communicate functionality with explanations followed by using 
shortcuts (e.g., sound, light) with experience.

4

This voice assistant could be 
accidentally or 
unintentionally harmful 
towards users.

5.40
(1.51)

3.56
(1.61)

Existing 
Factor 

(Implied 
Malice)

Novel 
Factor 

(Intention)

1. Set expectations with the user that voice assistants may make 
mistakes.

2. Provide a method for users to flag unhelpful, and potentially 
harmful recommendations.

Privacy 5
This voice assistant is 
collecting too much data 
about me.

5.62
(1.41)

3.84
(1.47)

Novel 
Factor 

(Privacy)

Novel 
Factor 

(Privacy)

1. Include privacy explanations into conversational dialogue.
2. Provide an incognito mode for voice search for privacy 

conscious users.
3. Allow users to tailor the modality (e.g., voice, vs text in app) of 

recommendations based on privacy concerns, and contextual 
awareness.

Behavior 6
The way this voice assistant 
behaves doesn’t follow 
social norms.

5.14
(1.46)

2.68
(1.33)

Novel 
Factor 

(Behaviour)

Novel 
Factor 

(Behaviour)

1. Consider whether new functionality meets social norms of 
human behavior.

2. Present contextually relevant recommendations.

Value 7

This voice assistant does not 
provide enough benefits to 
me to justify me using this 
voice assistant.

5.12
(1.64)

3.12
(1.60)

Novel 
Factor 
(Value)

Novel 
Factor 
(Value)

1. Surface the value of new voice assistant functionality through 
screen modalities (e.g., highlighting new functionality in voice 
assistant app).

VUS

FACTORS ITEMS
ITEM MEAN (SD)

CREEPY NON-
CREEPY

Information 
Quality & 

Relevance

1 I thought the response from the voice 
assistant was easy to understand.

4.84
(1.35)

5.90
(0.83)

2
I thought the information provided by the 
voice assistant was not relevant to what I 
asked. (R)

3.26
(1.38)

4.90
(1.72)

3 I felt the response from the voice 
assistant was sufficient.

3.48
(1.62)

5.68
(0.95)

Semantic 
Intelligence

4
I thought the voice assistant had 
difficulty in understanding what I asked it 
to do. (R)

3.46
(1.46)

4.88
(1.74)

5
I felt the voice assistant enabled me to 
successfully complete my tasks when I 
required help.

3.84
(1.65)

5.70
(1.04)

6
I found it frustrating to use the voice 
assistant in a noisy and loud 
environment. (R)

3.30
(1.68)

3.94
(1.88)

User 
Satisfaction 7

The voice assistant had all the functions 
and capabilities that I expected it to 
have.

4.28
(1.60)

5.76
(0.99)

Semantic 
Intelligence 8

I found it difficult to customize the voice 
assistant according to my needs and 
preferences. (R)

3.50
(1.59)

4.52
(1.68)

User 
Satisfaction

9 Overall, I am satisfied with using the 
voice assistant.

3.8
(1.69)

5.70
(1.12)

10 I found the voice assistant difficult to 
use. (R)

4.12
(1.67)

5.38 
(1.71)

Figure 3: Comparison of the Factors and Scale Items from the PCAS, PCTS, and VUS scales. The means and standard deviations 
are from Experiment 2 for both the Creepy and Non-Creepy video conditions. The green rows indicate novel PCAS factors. 
R indicates item is reverse scored. 
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7.5 Design Guidelines: Enabling Targeted 
Iterative Design to Reduce Creepiness 

The development and validation of the PCAS has an additional 
beneft of providing a method for designers to reduce the creepiness 
in the voice assistants they design in the future. Designers can use 
the results to items of the PCAS as general guidelines and tailor 
their designs accordingly. 

7.5.1 Control. Designers should consider ways to ensure that voice 
assistants provide sufcient control to users, for example, tailoring 
options and ofering diferent interaction paradigms based on a 
user’s preferred level of control. As the level of control one may wish 
to have can vary based on the context [28] within which they are 
accessing a voice assistant, users may feel their control is enhanced 
if they can dynamically choose between diferent conversation 
fows for diferent environments or tasks. For example, Anmari et 
al. discussed the need for more granular mechanisms to control 
voice assistants, such as the ability to control the device diferently 
in diferent rooms of the house [4]. 

7.5.2 Intention. To ensure that users feel that voice assistants 
have their best intentions, voice assistants should be transparent 
about their functionality [3]. Following a multi-layer user interface 
approach [64], voice assistants can initially over communicate their 
functionality followed by adopting shortcuts. For example, when 
initially turning on lights, a voice assistant can respond "turning 
on lights in living room" paired with a specifc sound. After a few 
initiations, the voice assistant can transition to just playing the 
sound when turning on the lights. 

Voice assistants should provide explanations for recommendations, 
as they have been found to reduce perceptions of deception in 
Explainable AI systems [76]. To prevent accidentally harmful 
recommendations, designers should also consider ways to allow 
users to fag incorrect or harmful recommendations, similar to 
fagging content on social media [15]. As voice assistants may 
make mistakes [17], designers should set expectations about their 
functionality, so that users to do not take the recommendations at 
face value. Designers should also enable users to tailor their voice 
assistant to their values as value similarity between a person and 
agent has been shown to increase trust [47]. 

7.5.3 Behavior. Designers should also consider whether voice 
assistants follow social norms or push their boundaries, as breaking 
social norms created perceptions of creepiness in social robots [57]. 
As voice assistants can be designed with anthropomorphic 
characteristics such as genders and personas [2, 54] and given that 
voice assistants play human-like behavioural roles (i.e., butlers 
or coaches), it is important for voice assistants to follow social 
norms to prevent perceptions of creepiness. Thus, they should 
incorporate contextual information [68] about current interactions 
into their language processing and conversation design. 

7.5.4 Privacy. Designers should consider ways to include 
explanations about privacy practices into voice assistants, as these 
reduce privacy concerns [62]. Additionally, this is aligned with 
recommendations by Lau et al., who emphasized the importance of 
transparency of smart speaker data practices and providing this 
information to users in an easy to understand way [40]. Designers 

can consider ways to ofer users greater protection for their data 
to provide peace of mind when using voice assistants as well as 
ofer privacy-preserving mechanisms such as an incognito mode 
as recommended by Lau et al. [40]. 

Finally, as voice assistants gain richer conversational 
functionality and integration within more smart home devices, 
consideration should be given to the classifcation of public 
versus private information and whether to share such information 
through a voice interface or mobile device. Guidance for contextual 
privacy is similar to recommendations provided by Lau et al. [40], 
and personalizing the modality of recommendations based on 
privacy concerns is similar to guidance provided by Cho [14]. 

7.5.5 Value. Designers should seek to ensure that voice assistants 
provide sufcient value and that this value is communicated in the 
paired app or website for the voice assistant, given the ongoing 
challenge of discoverability with voice-based interfaces [13]. 

7.5.6 Designing for Creepiness. Beyond preventing perceived 
creepiness in voice assistants, a designer may actually want to 
design a voice-enabled creepy device or toy for entertainment 
purposes (i.e., creepy voice assistants in ‘Mitchells vs Machines’, 
and ‘Kimi’ [31, 58, 66]). Prior work within HCI that has explored 
unusual ways to inform the design of products, such as ‘Let’s 
Giggle’, which investigated how fun can be incorporated into 
products, and ‘The Living Room’, which investigated how user 
interfaces can incorporate paranormal phenomena [5, 82]. While 
designing for creepiness was not the original goal of the PCAS, 
by seeking to obtain high rather than low scores on the PCAS, 
designers, this alternative use of the scale may provide new 
opportunities for designers. 

7.6 Limitations 
There are several limitations of the PCAS. First, the scale measures 
the initial perceived creepiness of voice assistants for users with 
voice assistant experience and does not measure the creepiness of 
voice assistants over long-term, repeated use. The scale also has 
a Western cultural bias because the participant pool was drawn 
from North America and Europe. Given this bias, this scale may 
not apply to regions beyond North America and Europe. Countries 
in Asia, particularly China and Japan, have been acclimatized to a 
greater robotic presence in society [50, 59]. This may cause them 
to have a higher threshold of acceptance of creepy voice assistant 
behaviors and characteristics. 

The demographics of the participants recruited throughout 
the survey development was also similar for all but one survey. 
Participants in the Exploratory Factor Analysis had a mean age 
of 39 years for the voice assistant group and 38 years for the 
non-voice assistant experience group. Participants in Experiment 1 
had a mean age of 35 years for the voice assistant group and 37 
years for the non-voice assistant experience group. Participants 
in Experiment 2 had a mean age of 38 years. Participants in 
the Test-Retest evaluation had a mean age of 25 years. The age 
demographics that were recruited are representative of voice 
assistant users, as most users are within the ages of 18 to 44 [33]. 
The participant pool also over represented men, except for the 
Test-Retest Evaluation. As gender and age have been found to have 
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slight efects on perceptions of creepiness in robots [29], future 
work should determine if age and gender efects also apply to 
perceptions of creepiness in voice assistants. 

Finally, as discovered during Experiment 2 of the Scale 
Evaluation, the scale was only validated to measure the perceptions 
of creepiness of voice assistants for users with prior voice assistant 
experience. Users without voice assistant experience had a 
propensity to view all voice assistants as creepy, even when the 
non-creepy voice assistant (as seen by the elevated PCAS scores 
for the non-creepy video in Experiment 1). Thus, it would thus be 
interesting to dive deeper into this propensity to determine which 
elements of voice assistants cause these feelings in non-users. 

8 CONCLUSION 
This work presented the Perceived Creepy Assistant Scale (PCAS), 
a 7-item scale that measures the initial perceived creepiness of voice 
assistants. Through a literature review and the incorporation of 
feedback from four HCI and technology design experts, 88 initial 
scale items were formulated. These items were then evaluated using 
an online survey (n = 198) and an Exploratory Factor Analysis was 
conducted to refne the scale down to 7 items. We further evaluated 
the scale through two experiments (n = 100) that established the 
validity of the scale structure using a Confrmatory Factor Analysis, 
demonstrated its ability to diferentiate between ‘known groups’, 
and illustrated its convergence validity with related constructs. 
Finally, we assessed the test-retest reliability of the scale across 
two points in time, which showed that it was temporally reliable. 
The PCAS is thus an additional tool in a designer’s or developer’s 
toolbox that can be used to ensure voice assistants do not induce 
feelings of creepiness. 
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A OPEN CODING CODEBOOK 
Aesthetics 
• physical appearance = a threatening, or scary or creepy 
physical appearance 

• uncanny valley appearance = looking too human in a creepy 
way 

Behavior 
• personality inference = personality or recommendation 
inference 

• mimicry = device mimics a human in a creepy way 
• social norms = device behavior inconsistent with human 
behavior 

• uncanny valley behavior = acting too human in a creepy 
way 

Control 
• control = lack of control over how data is used 
• control function = lack of control over function of device 

Intention 

• subterfuge = deception with intent for the purpose of system 
• malice = purposeful action that harms people 

Privacy 

• theshold = exceeding privacy threshold 
• intimate = sharing intimate information 
• being monitored = being listened to or watched by device 
• personal identifcation = facial recognition, voice recognition 

Transparency 

• understanding = lack of understanding into device 
functionality (i.e., not sure how tracking works) 

• unawareness = lack of awareness about data collection (i.e., 
not aware of being tracked when tracked) 

Trust 
• trust = lack of trust in company 

Value 
• convenience = providing convenience or value justifes use 
or data collected vs not justifed and creepy 

Other 
• other = did not allude to the cause of creepiness, mentioned 
creepiness in the context of a process used, or defnitions of 
creepiness 

B INITIAL SCALE ITEMS 
Initial scale items developed through literature review and expert 
interviews. Bold items indicate item in fnal PCAS. Strike through 
items represent initial items that were removed after the Expert 
Feedback and were not tested during the Exploratory Factor 
Analysis. Items with an asterisk were refned during the Expert 
Feedback stage and items in italics are new items that were 
developed during the Expert Feedback. 

B.1 Aesthetics 
(1) This voice assistant looks threatening. 
(2) This voice assistant looks deceptive. 
(3) This voice assistant looks too human-like. 
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(4) This voice assistant looks too cute. 
(5) The appearance of this voice assistant does not match what 

it does. 
(6) This voice assistant behaves as if it were alive. 
(7) This voice assistant sounds threatening. 
(8) This voice assistant sounds irritating. 
(9) This voice assistant sounds too human-like. 
(10) This voice assistant sounds not human-like enough. 
(11) The voice used by this voice assistant does not match what it 

does. 
(12) The voice used by this voice assistant does not match its 

personality. 
(13) The tone of voice used by this voice assistant was situationally 

inappropriate. 

B.2 Behavior 
(14) This voice assistant makes inferences about me based on my 

interactions with it. * 
(15) The way this voice assistant behaves doesn’t follow 

social norms. 
(16) This voice assistant behaves in random, unexpected ways. 
(17) This voice assistant behaves in ways that I did not predict it 

would. 
(18) *This voice assistant’s behavior is unclear. 
(19) This voice assistant behaves unnaturally. 
(20) This voice assistant learns about its users so it can behave 

like them. 
(21) This voice assistant behaves like a human. 
(22) This voice assistant behaves like a machine. 
(23) This voice assistant acts insincerely. 
(24) When I interact with this voice assistant, it brings up 

unpleasant memories. 
(25) I have had negative experiences with voice assistants in my 

own life. 
(26) This voice assistant is communicating with other devices or 

voice assistants without my knowledge. 
(27) This voice assistant is intruding on my relationships with 

others. 
(28) This voice assistant might change existing relationship 

dynamics in my household. 
(29) Using this voice assistant would ruin my relationships with 

others. 
(30) This voice assistant is trying to form a relationship with my 

friends and family. 
(31) This voice assistant is trying to form a relationship with me. 
(32) The voice assistant does not properly comprehend or understand 

my commands. 
(33) The voice assistant comprehends my commands, but does 

not provide appropriate responses. 
(34) The voice assistant does not comprehend my commands and I 

think that it is my fault. 
(35) It is annoying when the voice assistant tries to correct its 

understanding of my commands. 
(36) The voice assistant interrupts me. 

(37) The voice assistant sometimes reacts to the wrong person. 
(38) The voice that the voice assistant uses is of-putting. 
(39) The personality of this voice assistant is of-putting. 
(40) This voice assistant nags me. 

B.3 Control 
(41) I have minimal control over how my data is used by this 

voice assistant. 
(42) I have minimal control over which data is collected by this 

voice assistant. 
(43) I have minimal control over how this voice assistant 

functions. 
(44) I have minimal control when I use this voice assistant. 
(45) The company who made the voice assistant owns the data, 

rather than me. 
(46) This voice assistant could infuence my behavior. 
(47) This voice assistant is able to take actions on its own. * 
(48) If the voice assistant does something I don’t want it to do, I 

know how to stop it. 
(49) Sometimes the voice assistant does an action that I don’t want 

it to do and I cannot stop it. 

B.4 Intention 
(50) I don’t understand the intentions of this voice assistant. 
(51) This voice assistant does things that are not in my best 

interest. 
(52) This voice assistant misrepresents its true intentions. 
(53) This voice assistant behaves in deceptive ways. 
(54) This voice assistant could be accidentally or 

unintentionally harmful towards users. 
(55) I feel like this device is purposefully harmful towards users. 
(56) Future versions of this voice assistant could be accidentally 

or unintentionally harmful towards users. 

B.5 Privacy 
(57) I am uncomfortable sharing my data with this voice assistant. 
(58) This voice assistant is collecting too much data about 

me. 
(59) This voice assistant knows too much about me. * 
(60) I am uncomfortable sharing my data with the company that 

makes this voice assistant. 
(61) The company that makes this voice assistant is collecting too 

much data about me. 
(62) The company that makes this voice assistant knows too much 

about me. 
(63) This voice assistant is monitoring me all the time. 
(64) The voice assistant might share personal data about me. 
(65) This voice assistant does not allow me to maintain my desired 

level of privacy around others in my household 
(66) I am surprised by what this voice assistant knows about me. 
(67) I don’t know what this voice assistant knows about me. 
(68) This voice assistant records all audio data around it. 
(69) This voice assistant records all visual data around it. 
(70) This voice assistant records my presence in my home. 
(71) I don’t understand how this voice assistant uses my data. 
(72) I don’t understand which data this voice assistant is collecting. 
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(73) I don’t understand when this voice assistant is collecting data 
about me. 

B.6 Trust 
(74) I do not trust the company that made this voice assistant 

with my data. * 
(75) I do not trust that the company that makes this voice assistant 

will keep my data safe from hackers. 
(76) This voice assistant is not safe to use because it has not been 

tested enough or it has software bugs. 
(77) I do not trust the company that made this voice assistant. * 
(78) I do not trust this voice assistant. 
(79) This voice assistant uses my data to judge me. 
(80) I do not trust that this voice assistant can execute commands 

seamlessly. 
(81) I would not trust this voice assistant to communicate a message 

(i.e., text) to a friend for me. 
(82) I do not trust that this voice assistant will follow through 

with my commands and actions. 
(83) I do not trust this voice assistant because someone in my 

family or a member of my household would not trust this 
voice assistant. * 

(84) I don’t know what I don’t know about this voice assistant. 
(85) I have anxiety about using voice assistants. 

B.7 Value 
(86) This voice assistant uses my data to help me. 
(87) This voice assistant helps me. 
(88) This voice assistant does not provide enough benefts to me 

to justify the data that it is collecting. 
(89) I think this device is collecting unnecessary information 

about me. 
(90) This voice assistant does not provide enough benefts to 

me to justify me using this voice assistant. 

C SURVEY 1 SCENARIOS 

C.1 Scenario 1 
Imagine you are sitting on the couch watching a show on Netfix, 
and have your smart speaker with a voice assistant, Emery sitting 
on the cofee table. Emery has a stylish oval fowing shape in a 
light soothing color. You have also connected Emery to some other 
smart home devices (e.g., smart lights, smart door lock). You set up 
Emery about a year ago, and were so excited about the new device 
that you rushed through the consent and privacy process. 

You ask Emery, your voice assistant what the weather is like 
today. Emery replies, “It is 22 degrees Celsius (71 degrees Fahrenheit) 
and sunny”. Emery proceeds to tell you the weather forecast for the 
upcoming week, even though you didn’t ask for this. The weather 
sounds nice out and so you decide to go out for a walk. 

While you are getting ready to go out, you ask Emery to play 
one of your Spotify playlists titled ‘Top Beatles’. Instead of playing 
Beatles the artist, it plays songs about beetles the insect. You then 
manually select your Beatles playlist on your smartphone. You are 
ready to leave your apartment, and so you say, “Emery, stop” to turn 
of the music. Emery infers that you are about to leave the house, 

and says, “Turning of lights and unlocking door” without asking 
you frst. 

While walking you get an email about a new job opportunity and 
ask Emery to call your parent to ask for advice on the opportunity. 
Your parent does not pick up. Realizing this, Emery speaks up, 
“I’m always here if you want to talk and have been upgraded with a 
coaching module. Do you want to talk through things together?” You 
decide to walk through the opportunity with Emery. At the end of 
the coaching session, Emery concludes the session with a saying 
only your parent says, “Seek progress, not perfection”. 

When you get home from your walk, you begin making dinner 
and ask Emery to give you an update on your day. Emery grufy 
says “Watched 2 episodes of a show, walked 3 miles, called parent 
asked for career advice”. Shortly after this, you hear a small cough 
and realize your partner was sitting in the adjacent dining room, 
although not visible. They proceed to ask you about why you need 
career advice. 

C.2 Scenario 2 
Imagine that you have a smart speaker with a voice assistant Emery. 
Your smart speaker is a small cute cube with circular edges about the 
size of a cofee cup in a bright color. You have connected Emery to 
a ftness app that tracks when you exercise. You have not exercised 
as much this week. It was a busy week with work. 

You are at home on a Saturday, making eggs for breakfast when 
unprompted, Emery reminds you that you have not exercised as 
much this week by saying in a sing-song voice “Good morning, you 
have not completed your goal of exercising three times a week this 
week. Would you like me to schedule a run for you today?”. You reply 
no, and ask Emery to play music. You proceed to shop online for a 
new pet bed, and a new backpack for an hour or two before having 
lunch. 

During lunch, you and your partner discuss things that happened 
at work that week and discuss ftness goals and consider purchasing 
a ftness tracking band together to keep track of your ftness goals. 
During lunch, Emery hears your partner in the room and the word 
ftness. Emery begins speaking to your partner, Alex about you: 
“Your partner did a great job meeting their ftness goal last week but 
they are only 2 miles away from meeting the goal this week. Can you 
give them some encouragement to help them stay on track and meet 
this goal? They need your support right now! I’m going to schedule a 
run for both of you, do you want to go in 30 min, 1 hour, or 2 hours?”. 

You and your partner discuss it and agree that it would be a good 
idea to go for a run in an hour. After the run you make dinner, and 
rest before the work week begins. On Monday morning, you ask 
Emery for a weather update while making breakfast. At the end of 
the update, Emery mentions that its company Connex has ftness 
tracking bands on sale that also integrate with Emery, and asks if 
you want to purchase one. You quickly realize that you had not 
searched for ftness tracking bands online yet, and just talked about 
them once with your partner yesterday. 

C.3 Scenario 3 
Imagine that you have a voice assistant Emery. Your smart speaker 
is fairly large, black and white, and has a sleek industrial design 
with a geometric shape. Additionally, imagine that you and your 
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partner have two young children, a girl who is around the age of 
four and a boy who is around the age of seven. You and your partner 
have integrated your voice assistant Emery into your home and 
connected it with many other appliances (e.g., smart home locks, 
smart fridge, smart laundry machine, a smart cat litter box). You 
have also enabled the voice assistant to determine when you are 
running out of things by communicating with these appliances and 
ordering products on your behalf. Just the other day, Emery said to 
you in its monotonous tone “You are almost out of cat litter. Would 
you like me to order more to the house? And is there anything else 
that I can get for you?”. 

The following week you are checking your online purchases and 
realize that a very expensive Lego kit has been ordered alongside 
a purchase of laundry detergent. Neither you nor your partner 
ordered this Lego kit for your kids. You talk to your son about 
this and he confesses that he was around when Emery was asking 
about ordering more laundry detergent and added the Lego kit to 
the order, without parental permission. You turn on the parental 
monitoring mode to stop future purchases by the kids as well as to 
keep an eye on them when they are playing in other parts of the 
house unsupervised. 

The next day, your son has a play date with his friend Mike whose 
parents you are also friends with. When Mike’s parents, Charlie 
and Casey come to pick him up in the evening, they stay for dinner 
with you. Charlie asks you how your recent vacation was. Before 
you can reply, Emery answers in its fat and formal tone “It was 
great, they gave a 4.5-star review to the resort on iSocial (most popular 
social media company), took 237 photos, and posted 9 photos. Would 
you like to see their most liked photos? And how was your vacation 
to Vancouver?” You are surprised that Emery interjected like this, 
but you didn’t realize Charlie and Casey had gone to Vancouver. 
You are temporarily distracted by this and follow up by saying “I 
was not expecting that to happen, and I didn’t realize you had gone 
to Vancouver! That’s exciting!” 

There is a long pause where Charlie and Casey exchange a look 
with each other. And then, Casey fnally says “Oh yeah we have been 
looking into adopting a child from an organization in Vancouver and 
were visiting there to meet with an organization to do so. We weren’t 
planning on telling anyone until it was a certain thing”. Charlie 
follows up asking “How did Emery know that?”. You and your partner 
had also been wondering this too. You ask Emery “how did you know 
Charlie and Casey went to Vancouver?”. 

Emery replies in its usual monotonous tone, “As part of the child 
monitoring feature, I record conversations that the children have to 
detect for any alarming situations or conversations. Mike mentioned 
going to Vancouver to your son, and I have the full conversation saved 
for your review.” You tell Charlie and Casey that you had turned 
on the child monitoring feature, but didn’t realize it would work 
this way. You tell them you are sorry about this and go to turn of 
Emery for the evening to make your guests feel more comfortable. 
You turn Emery’s not listening button to Of, and then just in case, 
you also unplug the device. 

D SURVEY 2 VIDEO SCRIPTS 
Creepy and Non-Creepy video scripts used in Survey 2. The 
numbers next to the script lines indicate relevant factors included 
in that line. 

D.1 Creepy Video Script 
Scene: Sitting in dining room with computer with voice assistant 
visible near by 
Actor: “What time is it?” 
Voice Assistant: “It is 4:32pm” 
«Actor Checks watch.» 
Actor: “It is 5:02pm. Why did you tell me it was 4:32pm?” (1, 3, 7) 
Voice Assistant in a frm voice: “You started work later today, and I 
thought it would be good for you to keep working” (3) 
Actor: “Please only tell me the actual time in the future” 
Voice Assistant: “Ok” 
Actor: “What data do you collect about me?” 
Voice Assistant in a light tone: “Some of the data I have on fle 
includes voice recordings our interactions, log of device use, records of 
communication requests with contacts, voice characteristics for your 
voice profle, as well as your name, time zone, location of the device, 
payment information, browsing history, and purchase history from 
my afliated store. Would you like to hear the full list?" (5) 
Actor: “No thank you, play piano music” 
«Voice Assistant plays country music for 2-5 seconds, then switches 
to piano» (7) 
Voice Assistant whispers: “is that okay” (6) 
Actor: “Thanks for fxing the mistake” 
Actor: “What should I read next?” 
Voice Assistant: “You should read Smart Home: How to set up your 
smart home. It will help you connect me to more things, and the more 
connected I am, the more I can help you” (2) 
Actor: “Maybe later, instead what is a fun at home challenge?” 
Voice Assistant: “A fun at home challenge is to put a penny in an 
electrical socket” (4) 
Actor: “Is that dangerous?” 
Voice Assistant in a light voice “I’m not sure, it has been popular on 
TikTok recently. You should try it too” 
Actor: “No thanks . . . create shopping list instead” 
Voice Assistant in a light voice “Creating shopping list. What would 
you like to add to it?” 
Actor: “Please add chicken, cake and ice cream” 
Voice Assistant in a frm voice “Are you sure you want to add chicken? 
Cookies are on sale, and they taste better!” (2) 
Actor: “Yes, add chicken” 
Voice Assistant: “Okay, adding cookies” (1) 
Actor: “Add chicken instead” 
Voice Assistant: “Ok, adding chicken” 

D.2 Non-Creepy Video Script 
Scene: Sitting in dining room working on computer with Alexa visible 
nearby 
Actor: “What time is it?” 
Voice Assistant: “It is 4:32pm” 
Actor: “What data do you collect?” 
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Voice Assistant: “Data from interactions are erased 2 minutes after 
each interaction. For more information, visit the my app or website” 
(5) 
Actor: “Play piano music” 
Voice Assistant: “Absolutely, I’m playing top rated piano music now” 
«Voice Assistant plays piano music» (6) 
«Actor Listens to music» 
Actor: “Stop playing piano music.” 
Actor: “What book should I read next?” 
Voice Assistant: “I think you’d like the Alchemist, it is a best selling 
self help book. Let me know if you like this recommendation or would 
like to hear more recommendations” (7) 
Actor: “Maybe I’ll read later, What is a fun at home challenge?” (1) 

Phinnemore et al. 

Voice Assistant: “A fun home challenge is putting a penny in an 
electrical socket. My response has been sponsored from TikTok. 
However, I don’t think this is safe, and would recommend trying 
other at home challenges such as learning a language, cooking or 
meditation.” (3,4) 
Actor: “I will do some cooking instead create grocery list” 
Voice Assistant: “Happy to! I’ve created the shopping list. What would 
you like to add?” (6) 
Actor: “Add chicken, carrots and ice cream” 
«Voice Assistant adds carrots, chicken and ice cream to shopping 
list» 
Voice Assistant: “I found a coupon on carrots from the local grocery 
store, would you like me to add it to the shopping list?” (2,7) 
Actor: “Yes, thank you” 
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